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ABSTRACT

As with the advancement of the IT technologies,ammunt of accumulated data is also
increasing. It has resulted in large amount of d&baed in databases, warehouses and
other repositories. Thus the Data mining comes jpitture to explore and analyze the
databases to extract the interesting and previauskpown patterns and rules known as

association rule mining.

In data mining, Association rule mining becomes afethe important tasks of
descriptive technique which can be defined as @s®og meaningful patterns from large
collection of data. Mining frequent itemset is véapdamental part of association rule

mining.

Many algorithms have been proposed from last ma&aegdes including horizontal layout
based techniques, vertical layout based technigaesl projected layout based
techniques. But most of the techniques suffer frepeated database scan, Candidate
generation (Apriori Algorithms), memory consumptipnoblem (FP-tree Algorithms)

and many more for mining frequent patterns.

As in retailer industry many transactional databasentain same set of transactions
many times, to apply this thought, in this thesrespnt a new technique which is
combination of present maximal Apriori (improved rigei) and FP-tree techniques that

guarantee the better performance than classicali abgorithm.

Another aim is to study and analyze the variousteg techniques for mining frequent
itemsets and evaluate the performance of new tqubeiand compare with the existing

classical Apriori and FP- tree algorithm.
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CHAPTER 1

1. Introduction

With the increase in Information Technology, theesof the databases created by the
organizations due to the availability of low-cosbrage and the evolution in the data
capturing technologies is also increasing,. Theggrozation sectors include retalil,
petroleum, telecommunications, utilities, manufaaiy, transportation, credit cards,
insurance, banking and many others, extracting/#theable data, it necessary to explore
the databases completely and efficiently. Knowledigeovery in databases (KDD) helps
to identifying precious information in such hugeatsses. This valuable information can
help the decision maker to make accurate futuresibexs. KDD applications deliver
measurable benefits, including reduced cost of gldinsiness, enhanced profitability,
and improved quality of service. Therefore KnowledDiscovery in Databases has

become one of the most active and exciting resesmeds in the database community.

1.1. Data Mining

This is the important part of KDD. Data mining geally involves four classes of task;
classification, clustering, regression, and assiociaule learning. Data mining refers to
discover knowledge in huge amounts of data. Itgsiantific discipline that is concerned
with analyzing observational data sets with theeotiye of finding unsuspected
relationships and produces a summary of the dataouel ways that the owner can
understand and use. Data mining as a field of stodylves the merging of ideas from
many domains rather than a pure discipline the foain disciplines [25], which are

contributing to data mining include:

o Statistics: it can provide tools for measuring #gigance of the given data,
estimating probabilities and many other tasks (éngar regression).

* Machine learning: it provides algorithms for indugiknowledge from given data
(e. g. SVM).
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« Data management and databases: since data miratgywli¢gh huge size of data,
an efficient way of accessing and maintaining d&ateecessary.
» Artificial intelligence: it contributes to tasksvialving knowledge encoding or

search techniques (e. g. neural networks).
1.2. Data Mining Applications

Data mining has become an essential technologpusinesses and researchers in many
fields, the number and variety of applications bagn growing gradually for several
years and it is predicted that it will carry ongimw. A number of the business areas with
an early embracing of DM into their processes amking, insurance, retail and telecom.
More lately it has been implemented in pharmacsutiealth, government and all sorts

of e-businesses (Figure 1-1).

One describes a scheme to generate a whole seadng strategies that take into
account application constraints, for example timiogrrent position and pricing [24].
The authors highlight the importance of developinguitable back testing environment
that enables the gathering of sufficient evidemcedanvince the end users that the system
can be used in practice. They use an evolutionangpatation approach that favors
trading models with higher stability, which is essal for success in this application

domain.

Apriori algorithm is used as a recommendation emgmnan E-commerce system. Based
on each visitor's purchase history the system rexends related, potentially interesting,
products. It is also used as basis for a CRM syssrt allows the company itself to

follow-up on customer’s purchases and to recomnogher products by e-mail [13].

A government application is proposed by [26]. Thebtem is connected to the
management of the risk associated with social ggatirents in Australia. The problem
is confirmed as a sequence mining task. The aeimiity of the model obtained is an
essential concern of the authors. They concentratde difficult issue of performing an

evaluation taking both technical and business @stergness into account.
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Industries [/ Fields where you apﬁlied Data Mining in 2008: [107 voters]

CRM/ consumer analytics (41)
Banking (34)

Fraud Detection (21)

Finance (18)

Direct Marketing! Fundraising (15)
Other (14)

Investment / Stocks (14)

Credit Scoring (14)

Telecom / Cable (13)

Retail (13)

Advertising (13)
Biotech/Genomics (12)

Science (11)

Insurance (11)

Health care/ HR (10)
Manufacturing (2)

e-Commerce (8)

Web usage mining (8)

Social Policy/Survey analysis (8)
Medicall Pharma (8)

Security / Anti-terrorism (6)
Search / Web content minin g (&)
Government/Military (4)

Travel / Hospitality (3)

Junk email / Anti-spam (3)
Entertainment/ Music (3)

Social Networks (2)

Mone (2)

L EEREA
I - -
: 19.6%
N 1 s
B 14.0%
| EREDS
e 13.1%
| EERE?
| EFERH
| EREEA
12.1%
| BERL
B 103%
B 0=
. 93%
8.4%
_7.5%
7 s
7.5%
750
. 5.6%
Wsc%
L 37%
2 8%
B2s%
H2se:
10%
1 1.9%

Figure 1-1: Data mining applications ir2008(http://www. kdnuggets. com).

1.3. The Primary Methods of Data Mining

Data mining addresses two basic tasks: verificatioth discovery. The verification task

seeks to verify user's hypotheses. While the disppwvtask searches for unknown
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knowledge hidden in the data. In general, discovask can be further divided into two

categories, which are descriptive data mining aedipative data mining.

Descriptive data mining describes the data set isuamery manner and presents
interesting general properties of the data. Pre@icdata mining constructs one or more

models to be later used for predicting the behaviduture data sets.

There are a number of algorithmic techniques abkléor each data mining tasks, with
features that must be weighed against data chasiite® and additional business
requirements. Among all the techniques, in thiseaesh, we are focusing on the
association rules mining technique, which is desee mining technique, with
transactional database system. This technique eavasifated by [2] and is often referred

to as market-basket problem.
1.4. Introduction to Association Rule Mining

Association rules are one of the major technigdekata mining. Association rule mining
finding frequent patterns, associations, corretetjoor causal structures among sets of
items or objects in transaction databases, reltidatabases, and other information
repositories [13]. The volume of data is increagingmatically as the data generated by
day-to-day activities. Therefore, mining associatioles from massive amount of data in
the database is interested for many industriestwban help in many business decision
making processes, such as cross-marketing, Baski&t dnalysis, and promotion
assortment. The techniques for discovering assogiatules from the data have
traditionally focused on identifying relationshipgstween items telling some aspect of
human behavior, usually buying behavior for deteing items that customers buy
together. All rules of this type describe a pataciuocal pattern. The group of association

rules can be easily interpreted and communicated.

A lot of studies have been done in the area ofc&son rules mining. First introduced
the association rules mining in [1, 2, 3]. Manyds&s have been conducted to address
various conceptual, implementation, and applicaigsues relating to the association

rules mining task.
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Researcher in application issues focuses on apmplggsociation rules to a variety of
application domains. For example: Relational Databa Data Warehouses,
Transactional Databases, and Advanced Databasen8yqObject-Relational, Spatial
and Temporal, Time-Series, Multimedia, Text, Hegereeous, Legacy, Distributed, and
WWW) [26].

1.5. Basic Concepts

[2] Defined the problem of finding the associatiaes from the database. This section
introduces the basic concepts of frequent patteimng for discovery of interesting
associations and correlations between itemsetsamsactional and relational database.

Association rule mining can be defined formallyfafows:

1= {i1, i2, i3, ..., in} is a set of items, such asopucts like (computer, CD, printer,
papers, ...and so on). Let DB be a set of databassdctions where each transaction T is
a set of items such thatcT. Each transaction is associated with unique iflent
transaction identifier (TID). Let X, Y be a setitdms, an association rule has the form
XY ,whereXnY = @. X is called the antecedent aYids called the consequent of the
rule whereX,Y is a set of items is called as is@msetor apattern. Let freq(X) be the
number of rows (transactions) containXigtemsetin the given database. Thapport of

an itemsek is defined as the fraction of all rows containihg ttemset, i.efreq(X)/D.
Thesupport of an association rule is the support of the umibX andy, i.e.
support(X - Y)=(XUY)/D

The confidence of an association rule is defined as the percentaigeows in D

containing itemset Xhat also contain items#t i.e.
confidence (X »Y) = P(X/Y) = support(XUY)/support(X)

An itemset (or a pattern) is frequent if its sugpsrequal to or more than a user specified
minimum support (a statement of generality of thecavered association rules).
Association rule mining is to identify all rules eteng user-specified constraints such as

minimum support and minimum confidence (a statenwnpredictive ability of the
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discovered rules). One key step of association ngiris frequent itemset (pattern)

mining, which is to mine all itemsets satisfyingeuspecified minimum support. [10]

However a large number of these rules will be pduaéer applying the support and
confidence thresholds. Therefore the previous caatioms will be wasted. To avoid this
problem and to improve the performance of the rdigcovery algorithm, mining

association rules may be decomposed into two phases

1. Discover the large itemsets, i.e., the sets of stéhat have transaction support
above a predetermined minimum threshold knownexgunt Itemsets.
2. Use the large itemsets to generate the associaties for the database that have

confidence above a predetermined minimum threshold.

The overall performance of mining association rugedetermined primarily by the first
step. The second step is easy. After the largesiésmare identified, the corresponding
association rules can be derived in straightforwaahner. Our main consideration of the

thesis is First step i.e. to find the extractiorireiuent itemsets.
1.6. Searching Frequent Itemsets

Frequent patterns, such as frequent itemsets,raghges, sequences term-sets, phrase-
sets, and sub graphs, generally exist in real-waaitdbases. Identifying frequent itemsets
is one of the most important issues faced by trmMadge discovery and data mining
community. Frequent itemset mining plays an impurtale in several data mining fields
as association rules [1] warehousing [25], corrahest, clustering of high-dimensional
biological data, and classification [13]. Given atal set d that contains k items, the
number of itemsets that could be generated isRkexcluding the empty set[1]. In order
to searching the frequent itemsets, the suppoeagh itemset must be computed by
scanning each transaction in the dataset. A barteefapproach for doing this will be
computationally expensive due to the exponentiahlber of itemsets whose support
counts must be determined. There have been a leta#llent algorithms developed for
extracting frequent itemsets in very large datakatke efficiency of algorithm is linked
to the size of the database which is amenable tdrdsed. There are two typical
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strategies adopted by these algorithms: the frani effective pruning strategy to reduce
the combinatorial search space of candidate itesn@giriori techniques). The second
strategy is to use a compressed data representatiacilitate in-core processing of the
itemsets (FP-tree techniques).

1.7. Why Mining Frequent Itemsets for Association Ruls

Database has been used in business managementyrgené administration, scientific
and engineering data management and many otherrtampaapplications. The newly
extracted information or knowledge may be appliednformation management, query
processing, process control, decision making andynagher useful applications. With
the explosive growth of data, mining informationdanowledge from large databases

has become one of the major challenges for datagesnent and mining community.

The frequent itemset mining is motivated by proldesuch as market basket analysis [3].
A tuple in a market basket database is a set ofisitpurchased by customer in a
transaction. An association rule mined from maitk&tket database states that if some
items are purchased in transaction, then it igylikeat some other items are purchased as
well. Finding all such rules is valuable for guigifuture sales promotions and store

layout.

The problem of mining frequent itemsets are esakytito discover all rules, from the
given transactional database D that have supp@&atgr than or equal to the user

specified minimum support.
1.8. Methodology

This thesis is conducted through: a review of theant status and the relevant work in
the area of data mining in general and in the afeassociation rules in particular;
analyze these works in the area of mining freqitentsets; propose the new scheme for
extracting the frequent itemsets based on hybrjgtagezh of maximal Apriori and FP-
tree algorithm that has high efficiency in termtbé time and the space; validate its

efficiency and seek avenues for further research.

7|Page



CHAPTER 2

2. Literature Review

As frequent data itemsets mining are very imporianinining the Association rules.
Therefore there are various techniques are propfmsegenerating frequent itemsets so
that association rules are mined efficiently. Th®praaches of generating frequent
itemsets are divided into basic three techniques.

» Horizontal layout based data mining techniques
o Apriori algorithm
o DHP algorithm
o Partition
o Sample
o0 A new improved Apriori algorithm
» Vertical layout based data mining techniques
o Eclat algorithm
* Projected database based data mining techniques
o FP-tree algorithm

0 H-mine algorithm

There are dozens of algorithms used to mine fregitemsets. Some of them, very well
known, started a whole new era in data mining. Theagde the concept of mining
frequent itemsets and association rules possiblier® are variations that bring
improvements mainly in terms of processing timem8oof the most important
algorithms briefly explained in this report. Theg@ithms vary mainly in how the

candidate itemsets are generated and how the dapjporthe candidate itemsets are
counted.

This section will introduce some representativeoatgms of mining association rules
and frequent itemsets.
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General steps:

1. In the first pass, the support of each individten is counted, and the large ones

are determined

2. In each subsequent pass, the large itemsets datsginm the previous pass is used

to generate new itemsets called candidate itemsets.

3. The support of each candidate itemset is counted, the large ones are

determined.
4. This process continues until no new large itemaetdound.
2.1. Algorithms for Mining from Horizontal Layout Data base

Definition: In this each row of database representsansaction which has a transaction
identifier (TID), followed by a set of items. Ongaenple of horizontal layout dataset is
shown in (Table 2-1)

Table 2-1: Horizontal Layout Based Database

TID ITEMS

T1 11, 12, 13, 14, 15, 16
T2 11,12, 14, 17

T3 11,12, 14, 15, 16
T4 11, 12, 13

T5 13, 15

2.1.1. Apriori Algorithm

The first algorithm for mining all frequent itemsednd strong association rules was the
AIS algorithm by [3]. Shortly after that, the algbm was improved and renamed
Apriori. Apriori algorithm is, the most classicah@ important algorithm for mining
frequent itemsets. Apriori is used to find all foeqt itemsets in a given database DB.

The key idea of Apriori algorithm is to make muléippasses over the database. It
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employs an iterative approach known as a breadihgearch (level-wise search) through

the search space, where k-itemsets are used torexgh1)-itemsets.

The working of Apriori algorithm is fairly dependgon the Apriori property which
states that” All nonempty subsets of a frequennhdets must be frequent” [2]. It also
described the anti monotonic property which saykeafsystem cannot pass the minimum
support test, all its supersets will fail to palss test [2, 3]. Therefore if the one set is
infrequent then all its supersets are also freqaadtvice versa. This property is used to
prune the infrequent candidate elements. In théenbew, the set of frequent 1-itemsets
is found. The set of that contains one item, wisiatisfy the support threshold, is denoted
byL;. In each subsequent pass, we begin with a seexf getmsets found to be large in
the previous pass. This seed set is used for gergenaew potentially large itemsets,
called candidate itemsets, and count the actugastifor these candidate itemsets during
the pass over the data. At the end of the passdetermine which of the candidate
itemsets are actually large (frequent), and thegobme the seed for the next pass.
Therefore,L,; is used to find.,, the set of frequent 2-itemsets, which is usefinL,,
and so on, until no more frequent k-itemsets cafobad. The feature first invented by
[2] in Apriori algorithm is used by the many algbms for frequent pattern generation.
The basic steps to mine the frequent elementssafi@laws [3]:

* Generate and test: In this first find the 1-itenfseuent elements, by scanning
the database and removing all those elements @&pmvhich cannot satisfy the
minimum support criteria.

» Join step: To attain the next level elemeijtgoin the previous frequent elements
by self join i.e.Ly_; * Lx_; known as Cartesian productIgf_;. i.e. This step
generates new candidate k-itemsets based on jolging with itself which is
found in the previous iteration. L€ denote candidate k-itemset ahd be the
frequent k-itemset.

* Prune step€y is the superset df, so members ai, may or may not be frequent
but all K—1 frequent itemsets are included @R thus prunes th€y, to fnd K
frequent itemsets with the help of Apriori propeiitg. This step eliminates some

of the candidate k-itemsets using the Apriori prop@ scan of the database to
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determine the count of each candidat€,invould result in the determination of
Lx (i.e., all candidates having a count no less tharminimum support count are
frequent by definition, and therefore belond.{9. Cy, however, can be huge, and
so this could involve grave computation. To shrthk size of,, the Apriori
property is used as follows. Any (k-1)-itemset tianot frequent cannot be a
subset of a frequent k-itemset. Hence, if any @sul)set of candidate k-itemset is
not in Ly_; then the candidate cannot be frequent either anchs be removed

from Cy. Step 2 and 3 is repeated until no new candidstes gienerated.

To illustrate this, suppose n frequent 1-itemsatsrminimum support is 1 then according
to Apriori will generaten? + (n 2)candidate 2 — itemset (n 3)candidate 3 — itemset
and so on. The total number of candidates genersitgeeater thaiy;_;(n k) Therefore
suppose there are 1000 elements then 1499500 esmdade produced in 2 itemset
frequent and 166167000 are produced in 3-itemequént [11].

It is no doubt that Apriori algorithm successfuflpds the frequent elements from the
database. But as the dimensionality of the databmsease with the number of items
then:

* More search space is needed and 1/0O cost will asae
* Number of database scan is increased thus candigaieration will increase
results in increase in computational cost.
Therefore many variations have been takes plat®eidpriori algorithm to minimize the
above limitations arises due to increase in sizeéatdbase. These subsequently proposed
algorithms adopt similar database scan level bglleg in Apriori algorithm, while the
methods of candidate generation and pruning, stippounting and candidate

representation may differ. The algorithms imprdwe Apriori algorithms by:

* Reduce passes of transaction database scans
» Shrink number of candidates

* Facilitate support counting of candidates

These algorithms are as follows:
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2.1.2. Direct Hashing and Pruning (DHP):

It is absorbed that reducing the candidate iteims fihe database is one of the important
task for increasing the efficiency. Thus a DHP teghe was proposed [7] to reduce the
number of candidates in the early pasSggor k > 1 and thus the size of database. In
this method, support is counted by mapping the stérom the candidate list into the
buckets which is divided according to support kn@srHash table structure. As the new
itemset is encountered if item exist earlier thecrease the bucket count else insert into
new bucket. Thus in the end the bucket whose stgpant is less the minimum support
is removed from the candidate set.

In this way it reduce the generation of candidats & the earlier stages but as the level
increase the size of bucket also increase thugudliffto manage hash table as well

candidate set.
2.1.3. Partitioning Algorithm:

Partitioning algorithm [1] is based to find thedteent elements on the basis partitioning
of database in n parts. It overcomes the memonylgno for large database which do not
fit into main memory because small parts of datalessily fit into main memory. This
algorithm divides into two passes,

In the first pass whole database is divided intmmber of parts.

2 Each partitioned database is loaded into main mgmoe by one and local frequent
elements are found.
Combine the all locally frequent elements and mag®bally candidate set.

Find the globally frequent elements from this cdatk set.

t should be noted that if the minimum support fansactions in whole database is
min_sup then the minimum support for partitionegngactions is min-sup number of

transaction in that partition.

A local frequent itemset may or may not be frequeitlh respect to the entire database
thus any itemset which is potentially frequent miastude in any one of the frequent

partition.
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Figure 2-1: Mining Frequent itemsets sing Partition algorithm [13]

As this algorithm able to reduce the database scageoerating frequent itemsets but in
some cases, the time needed to compute the fregudnzandidate generates in each

partitions is greater than the database scan #susts in increased computational cost.
2.1.4. Sampling Algorithm:

This algorithm [10] is used to overcome the limdatof I/0O overhead by not considering
the whole database for checking the frequencys ljust based in the idea to pick a
random sample of itemset R from the database khsiEavhole database D. The sample
is picked in such a way that whole sample is accodated in the main memory. In this
way we try to find the frequent elements for theapke only and there is chance to miss
the global frequent elements in that sample theeefower threshold support is used
instead of actual minimum support to find the freuelements local to sample. In the
best case only one pass is needed to find all érgeiements if all the elements included
in sample and if elements missed in sample theonsepass are needed to find the

itemsets missed in first pass or in sample [13].

Thus this approach is beneficial if efficiency isma important than the accuracy because
this approach gives the result in very less scatinog and overcome the limitation of
memory consumption arises due to generation otlargount of datasets but results are

not as much accurate.
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2.1.5. Dynamic Itemset Counting (DIC):

This algorithm [4] also used to reduce the numbetatabase scan. It is based upon the
downward disclosure property in which adds the whatd itemsets at different point of
time during the scan. In this dynamic blocks anemted from the database marked by
start points and unlike the previous technique&gmfori it dynamically changes the sets
of candidates during the database scan. UnlikeAgveri it cannot start the next level
scan at the end of first level scan, it start thansby starting label attached to each
dynamic partition of candidate sets.

In this way it reduce the database scan for figdive frequent itemsets by just adding
the new candidate at any point of time during the time. But it generates the large
number of candidates and computing their frequanaie the bottleneck of performance
while the database scans only take a small pactrdime.

Assumption [12, 13]: The performance of all the \abalgorithms relies on an implicit
assumption that the database is homogenous andhéyswill not generate too many
extra candidates than Apriori algorithm does. Faaneple, if all partitions in Partition
algorithm are not homogenous and nearly complatéfgrent sets of local frequent

itemsets are generated from them, the performaameot be good.
2.1.6. Improved Apriori algorithm

It was absorbed in [15] [13hatthe improved algorithm is based on the combination o
forward scan and reverse scan of a given databfasertain conditions are satisfied, the
improved algorithm can greatly reduce the itergtiscanning times required for the

discovery of candidate itemsets.

Suppose the itemset is frequent, all of its nongrspbsets are frequent, contradictory to
the given condition that one nonempty subset igneguent, the itemset is not frequent.

Based on this thought, proposes an improved meblyazbmbining forward and reverse
thinking: find the maximum frequent itemsets frone tmaximum itemset firstly, then,

get all the nonempty subsets of the frequent itenWe know they are frequent on the
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basis of Apriori's property. Secondly, scan theabase once more from the lowest
itemset and count the frequent. During this scamnihone item is found out being
excluded in the frequent set, it will be procesgepidge whether the itemsets associated
with it is frequent, if they are frequent, they Mak added in the barrel-structure (include
frequent itemsets).we get all the frequent itemdéte key of this algorithm is to find the

maximum frequent itemset fast.
Advantage:

» According to [15] The consumed time of Apriori ath@ improved algorithm is:

Table 2-2: Comparison of aprori and improved Apriori [16]

* Algorithm * Time
* Apriori * 23 min
 Improved Algorithm * 10 min

» This algorithm gets the maximum frequent itemsetectly, then, get their
subsets and compare them with the items in thebdséa Thus, it saves much

time and the storing space.
Disadvantages:

* It will lose mean if the maximum frequent cannotfbend fast.
* It cannot fit the situation that if there are stilany items not included in the
frequent set consisted of the maximum frequentsetmand all of their nonempty

subsets.
2.2 Algorithms for Mining from Vertical Layout Databa se

In vertical layout data set, each column correspandan item, followed by a TID list,
which is the list of rows that the item appears.ekample of vertical layout database set

is as shown in diagram for the table 2-2.
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Table 2-3: Vertical layout based database

ITEM TID_list

11 T1,T2,T3, T4
12 T1,T2,T3, T4
13 T1, T4, T5

14 T1, T2, T3

15 T1, T3, T5

16 T1, T3

I7 T2

2.2.1 Eclat algorithm

It is a set intersection, depth first search athami[9], unlike the Apriori. It uses vertical
layout database and each item use intersectiord lzggwoach for finding the support. In
this way, the support of an itemdetcan be easily computed by simply intersecting of
any two subsetQ,R < P, suchthaP = QUR.

In this type of algorithm, for each frequent itetniseew database is creatBd This can

be done by finding j which is frequent correspoigdiai together as a set th¢is also

added to the created database i.e. each freqeemistadded to the output set. It uses the
join step like the Apriori only for generating tliandidate sets but as the items are
arranged in ascending order of their support tess Bmount of intersection is needed
between the sets. It generates the larger amowanafidates then Apriori because it uses
only two sets at a time for intersection [9]. Th&seeordering step takes place at each

recursion point for reducing the candidate itemsets

In this way by using this algorithm there is no chée find the support of itemsets whose
count is greater than lbecause Tid-set for each @&y the complete information for
the corresponding support. When the database i leege and the itemsets in the
database corresponding also very large then ieasilble to handle the Tid list thus it
produce good results but for small databases ifsnqpeance is not up to mark.
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2.3 Algorithms for Mining from Projected Layout Based Database

The concept of projected database was proposedapplied to mine the frequent
itemsets efficiently because early approaches laleeta mine the frequent itemsets but
use large amount of memory. This type of databass divide and conquer strategy to
mine itemsets therefore it counts the support meffeciently then Apriori based
algorithms. Tree projected layout based approaakedree structure to store and mines
the itemsets. The projected based layout contamseicord id separated by column then

record.

Tree projection is defined as the lexicographi@ tvath nodes contains the frequent
itemsets [14]. The lexicographic trees usuallydailthe ascending order for saving the

frequent itemsets according to the support forebettining.

Tree Projection algorithms based upon two kindsrdéring breadth-first and depth-first.
For breath-first order, nodes are constructed leyelevel in the lexicographic tree for
frequent itemsets [11]. In order to compute fregques of nodes (corresponding frequent
itemsets) at k level, tree projection algorithm mtained matrices at nodes of the k-2
level and one database scan was required for cmustipport [5]. Every transaction is
projected by node sequentially. The projected s&taasaction for reduced set is used to

evaluate frequency.

For depth-first order, database is projected albwegexicographic tree and also requires
fitting into main memory [13]. The advantage istttiee projected database will become
smaller along the branch of the lexicographic e the breadth-first needs to project

the database from the scratch at each level.

The disadvantage of depth-first is obvious thataeds to load database and projected
databases in memory. The breadth-first method aldb meet the memory bottleneck

when the number of frequent items is large andntagix is too large to fit in memory

[5].
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2.3.1 FP-Growth Algorithm

FP-tree algorithm [5, 6] is based upon the recetgidivide and conquers strategy; first
the set of frequent 1-itemset and their countsssayered. With start from each frequent
pattern, construct the conditional pattern basen its conditional FP-tree is constructed
(which is a prefix tree.). Until the resulting Ffe¢ is empty, or contains only one single
path. (Single path will generate all the combinagiof its sub-paths, each of which is a
frequent pattern). The items in each transactiempancessed in L order. (i.e. items in the
set were sorted based on their frequencies ingbeathding order to form a list).

The detail step is as follows: [6]
FP-Growth Method: Construction of FP-tree

1 Create root of the tree as a “null”.

2 After scanning the database D for finding the imget then process the each
transaction in decreasing order of their frequency.
A new branch is created for each transaction wiéhcorresponding support.

4 If same node is encountered in another transadgtishincrement the support count
by 1 of the common node.

5 Each item points to the occurrence in the tree gusive chain of node-link by
maintaining the header table.

After above process mining of the FP-tree will e by Creating Conditional (sub)

pattern bases:

1 Start from node constructs its conditional pattease.
Then, Construct its conditional FP-tree & perfornmimg on such a tree.

3 Join the suffix patterns with a frequent patternegated from a conditional GP-tree
for achieving FP-growth.

4 The union of all frequent patterns found by abotep gives the required frequent
itemset.

In this way frequent patterns are mined from thaliase using FP-tree.
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Definition: Conditional pattern base [6]

A “subdatabase” which consists of the set of prphths in the FP-tree co-occuring with
suffix pattern.eg for an itemset X, the set of prgdaths of X forms the conditional
pattern base of X which co-occurs with X.

Definition: Conditional FP-tree [6]
The FP-tree built for the conditional pattern bXss called conditional FP-tree.

Let sample database in table 2-3 and correspondengupport count in table 2-4 is:

Table 2-4 : Sample database

Tid ltems

T1 11, 12, 13, 14, 15

T2 15, 14,16, 17, 13

T3 14,13, 17,11, 18

T4 14, 17,19, 11, 110
T5 11, 15, 110, 111, 112
T6 11, 14, 113, 114, 12
T7 11, 14, 16, 115, 12
T8 116, 17, 19, 117, 15
T9 11,19, 18, 110, 111
T10 14,19, 112, 12, 114
T11 11, 13, 15, 16, 115
T12 13, 17, 15, 117, 116
T13 18, 13, 14, 12, 111
T14 14, 19, 113, 112, 118
T15 15, 13, 17, 19, 115
T16 118, 17, 15, 11, I3
T17 11, 117,17, 19, 14
T18 14, 13, 116, 15, 11

19| Page



Table 2-5: Frequency of Sample Database

ltem Support ltem Support
11 11 110 3
12 4 111 3
13 9 112 3
14 10 113 2
15 10 114 2
16 3 115 3
I'7 8 116 3
18 3 117 3
19 7 118 3

Suppose minimum support is 5. Thus delete all (qnfemt items whose support is less
them 5.After all the remaining transactions arrahge descending order of their
frequency. Create a FP- tree. For Each Transactieate a node of an items whose
support is greater than minimum support, as sante mmcounter just increment the

support count by 1.

Item I1 I5 14 I3 17 19
Support | 11 10 10 9 g 7
Link

Figure 2-2: FP-Tree Constructed For Sample Database
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In this way after constructing the FP-Tree one easily mine the frequent itemsets by

constructing the conditional pattern base
2.3.2 COFI-Tree Algorithm

COFl tree [19] generation is depends upon the E€+tibwever the only difference is that
in COFI tree the links in FP-tree is bidirectionlaht allow bottom up scanning as well
[5,20]. The relatively small tree for each frequéem in the header table of FP-tree is
built known as COFI trees [20]. Then after pruningne the each small tree
independently which minimise the candidacy genematand no need to build he
conditional sub-trees recursively. At any time oahe COFI tree is present in the main
memory thus in this way it overcome the limitatiafsclassic FP-tree which can not fit

into main memory and has memory problem.

COFl tree is based upon the new anti-monotone piyppalled global frequent/local non
frequent property [20]. It states that all the nopey subsets of frequent patterns with
respect to the item X of an X-COFI tree must alsedriequent with respect to item X. In
this approach trying to find the entire frequeemtset with respect to the one frequent
item sets. If the itemset participate in making @@FI tree then it means that item set is
globally frequent but this doesn’t mean that iteghis locally frequent with respect to the

particular item.
Steps: Create a COFI-Tree

1 Take FP-tree as an input with bidirectional linkdahreshold value.
Consider the least frequent item from the headse tiat it be X.
Compute the frequency that share the path of itemn® remove all non frequent
items for the frequent list of item X.

4 Create COFI tree for X known as X-COFl tree withpport-count and
participation=0

5 If items on Y which is locally frequent with respego X form a new prefix path of
X-COFl tree
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6 DO, Set support count= support of X and particgratcount =0 for all nodes in a
path.

7 Else adjust the frequency count and pointers ofiéxehlst until all the nodes are not
visited.

8 Repeat step 2 goes on until all frequent itemdaotd.

9 Mine the X-COFl tree.

Support count and the patrticipation count are usdthd candidate frequent pattern and

stored in the temporary list, which will be morean after example.

Let the above FP-tree in figure 2-3 is the inputrfaking COFI tree. Consider the links
between the nodes are bidirectional. Then accortdiradgorithm the COFI tree forms are
first consider the itemset 19 as is least frequamh set, when scan the FP-tree the first
branch is (19,11) has frequency 1, therefore fremyeof the branch is frequency of the
test item, which is 19. Now count the frequencyeath item in a path with respect to 19.
It is found that (17, 13, 14, 15, 11) occur 4, 2, 2, 3 times respectively thus according to
anti-monotone property 19 will never appear in &mgguent pattern expect itself. In the
same way find the global frequent items for (17, 18, 15) which are also locally
frequent, like for 17 two items 13 and I5 globalisequent item are also found locally
frequent with frequency 5and 6 respectively thisamch is created for each such items
with parent 17. If multiple items share same peafiey are merged into one branch and
counter is adjusted. COFI trees for items are ¥adto

7 |4 ~[

15 |2 C_ ) @
4 | 4

3 |2

1 |3

Figure 2-3: 19 COFI Tree
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Figure 2-4: 17 COFI Tree

Similarly COFI tree is built for 13, 14, and 15. 6t after the globally frequent, find the
itemsets which are also locally frequent , thard fime support counter and make
participation counter always equal to ‘0’. We aspresenting only for I7 in above

example.

Once the COFI trees have built then we have to nhiedrequent items from these COFI

trees with the help of following procedure:
Steps MINE X-COFI Tree

10 For node X select the item from the most frequem¢ast frequent with its chain

11 Until there are no node left, select all nodes frmoode X to root save in D list and in
list F save the frequency count and participationnt.

12 Generate all non discarded patterns Z from items D.

13 Add the list with frequency =F whose patterns neistein X candidate list, else
increment the frequency by F.

14 Increment the participation value by F for all iem D.

15 Select the next node and repeat step 2 until ieere node left.

16 Remove all non frequent items from X-COFI tree.
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The COFI trees of all frequent items are mined jpahelently one by one [8], first tree is
discarded before the next COFI tree is come inttupg for mining. Based on the support
count and participation count frequent patternsi@eatified and non frequent items are
discarded in the end of processing.

Let's take an example for I7 COFI-Tree

As mining process start from the most local frequesm 15 and as from the figure 3, I5
exist in two branches 15, 13, 17 and I5, 7. Theref

IT 8 53)
Pattem P
- T3 [15] 5
3 61 7| 5 5
7| B3 3

I5 (53

Figure 2-5: Mining E COFI tree for branch (17, 13, 15)

As the frequency for each branch is equal to fraquef first item minus participation
count of that node, Thus 15 has frequency 5 antiggaation count is O therefore first

frequent set is found i.e. (17, 13, I5:5).

Participation value is incremented by 1 for brafiéh I3, 15) increment by 5 same as the
frequency of I5. the pattern 17,15 generates aepat6 and 1 which is already exist
therefore increment the previous participation ligri5 by 1.therefore for 17 is become

for 15 it become 1 for branch 17,15.

17 (8 6} P_ETTEI.I:.I. _ _P
IT{I3 |15 |3
I7|Is 6
_ 17 ] 15 )
I3 1)

Figure 2-6: Mining I7 COFI tree for branch (17, 15)
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Similarly mine for sub branch (17, 13) and it isufed that frequent patterns (17, 13: 5), (17,
15: 6), (17, 13, 15: 5) for COFI tree I7. Similarlyain the frequent patterns for 13, 14, and
I5 itemsets.

In this way COFI tree mine the frequent item se¢syveasily then the FP-growth

algorithm with the help of FP-tree [6]. It saves @emory space as well as time in
comparison to the FP-growth algorithm. It mines kage transactional database with
minimal usage of memory. It does not produce amditmnal pattern base. Only simple

traversal is needed in the mining process to filhdha frequent item sets. It is based
upon the locally and globally frequent item setsstleasily remove the frequent item sets
in the early stages and don’t allow any locally m@guent elements to takes part in next

stage.
2.3.3 CT-PRO Algorithm

CT-PRO is also the variation of classic FP-treeoddlgm [21]. It is based upon the
compact tree structure [21, 22]. It traverses tbe in bottom up fashion. It is based upon
the non-recursive based technique. Compress tasLgte is also the prefix tree in which
all the items are stored in the descending ordetheffrequency with the field index,
frequency, pointer, item-id [22]. In this all thiems if the databases after finding the
frequency of items and items whose frequency istgrethan minimum support are
mapped into the index forms according to the o@nae of items in the transaction. Root
of the tree is always at index ‘0’ with maximumdteency elements. The CT-PRO uses
the compact data structure known as CFP-tree ompact frequent pattern tree so that

all the items of the transactions can be repredentthe main memory [21, 22, 23].
The CT-PRO algorithm consists following basic stepg1]:

1 In the first step all the elements from the tratisacare found whose frequency is
greater than the minimum user defined support.
Mapping the elements according to the index value.

3 Construct the CFP-tree which is known as globalrdree.

4 Mine the Global CFP-tree by making local CFP-trmedach particular index
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In this way by following the above steps can eafityl the frequent item sets. The
frequency of item sets greater then minimum suppbith defined as ‘5’ for the sample
database present in Table 1. After the mapping Ghebal Tree formed from the

transactions are follows:

Index ) N e 3 4 |5 |6
Item 11 | 14 I5 I3 |17 | 19
Support 1 10 10 9 8 f
Pointer /

Figure 2-7: CFP-Tree for Table 2-3

Note: No transaction starts from Item 13, 17, aBdHerefore no pointer is there.
Steps for Making Global CFP-tree

1 Take Database and threshold value as input.
Find the frequent items from database and soréstehding order in new list.

3 Then map the frequent items of the transactionh@ index form, and sort in
ascending order of their transaction Id (Tid).

4 Make maximum frequency item is the root node ofttke and makes it for index 1;
insert all sub children in the tree.

5 For new index starting items, adjust pointer aniddbsub trees and give incremented
index value or level as in above figure 2-3.

6 CFP-Tree has been built. Mine the CFP-tree indese s projections.
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After the global CFP-tree, the local CFP-Tree igdbfor each index item separately. It

starts from the least frequency element.

The local CFP-Tree for the index 5 i.e. for thentf is found by first counting the other
indexes that occur with the index 5. The other xedeare: 1, 3, and 4 which occur 4, 6
and 5 time respectively. As minimum support is @stindex 1 is pruned from local tree.
The corresponding items are 11, I5 and I3 Item f@aslocally frequent thus eliminated.

Now construct the local CFP-tree projection fomt# is as follows:

Index [tsm Support Global

5 I7 B Item table

HEIE T IB e ] o
Itemtable

: Traversing

Figure 2-8: Frequent itemsets in Projection 5

The frequent items are that can be easily founthbyabove projection for index 5 is as

follows:

(17, 13, 15:5), (17, 15: 6), (17, 13: 5)

Similarly the frequent patterns are easily founddimer indexes.
Algorithm: Mine Global CFP-Tree

1 Take Global CFP-tree as input.

2 Start from least frequent item index, check allittaexes come together in the global
tree with the desired index.
Count support of all the indexes find on above .step
Prune all those indexes whose support is lessrthiBimum support means those are

not locally frequent.
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5 Construct the local CFP-tree by those remainingexed by again mapping along
with the support.

6 Join the links between the items as same the Imkagthe global CFP-tree in
between only that item’s index i.e. parent showdoarent and child will be child of
particular existing projection.

7 The new supports of nodes are the support of frgquems of that particular
projection.

8 Repeat the process until no index is left.

In this way CFP-tree Provide facility to easily mithe frequent items with the help of

projections which prune the not frequent items llgcand utilize the memory space

efficiently by mining projections one by one. Farde database the items can also easily

fit into main memory.
2.3.4 H-mine Algorithm

H-mine [8] algorithm is the improvement over FPetia@gorithm as in H-mine projected
database is created using in-memory pointers. Hemges an H-struct new data structure
for mining purpose known as hyperlinked structuiteis used upon the dynamic
adjustment of pointers which helps to maintain finecessed projected tree in main
memory therefore H-mine proposed for frequent pattiata mining for data sets that can
fit into main memory. It has polynomial space coextly therefore more space efficient
then FP-growth and also designed for fast miningp@se. For the large databases, first
in partition the database then mine each partithomain memory using H-struct then
consolidating global frequent pattern [8]. If thetabase is dense then it integrates with
FP-Growth dynamically by detecting the swappingdibon and constructing the FP-
tree.

This working ensures that it is scalable for battyé and medium size databases and for
both sparse and dense datasets [14]. The advaotageng in-memory pointers is that
their projected database does not need any mememémory required only for the set

of in-memory pointers
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Chapter 3

3. Problem Formulation

The problem of mining frequent itemsets arisehalarge transactional databases when
there is need to find the association rules ambegransactional data for the growth of
business. Many different algorithms has been prepand developed to increase the
efficiency of mining frequent itemsets including qitzontal layout based algorithms,
Vertical Layout Based algorithms [1, 2, 4, 8, 9], 1Projected layout based algorithms
[23] and Hybrid algorithms [16, 18]. These differemlgorithms have strengths and
weakness in different type of datasets. As a measuiperformance mainly the average
number of operations or the average execution tiofethese algorithms have been

investigated and compared.
3.1 Motivation

Studies of Frequent Itemset (or pattern) Miningé&nowledged in the data mining field
because of its broad applications in mining assiociarules, correlations, and graph
pattern constraint based on frequent patterns,esgigll patterns, and many other data
mining tasks. Efficient algorithms for mining fresput itemsets are crucial for mining
association rules as well as for many other datangitasks. The major challenge found
in frequent pattern mining is a large number otitgsatterns. As the minimum threshold
becomes lower, an exponentially large number ahsiets are generated. Therefore,
pruning unimportant patterns can be done effegtiremining process and that becomes
one of the main topics in frequent pattern mini@gnsequently, the main aim is to
optimize the process of finding patterns which dtidne efficient, scalable and can detect

the important patterns which can be used in vanoags.
3.2 Gap Analysis

» All the algorithms produce frequent itemsets onldasis of minimum support.
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Apriori algorithm is quite successful for marketsbd analysis in which

transactions are large but frequent items generatemall in number.

The Apriori variations (DHP, DIC, Partition, and rgle) algorithms among
them DHP tries to reduce candidate itemsets anerotiny to reduce database

scan.

DHP works well at early stages and performanceridestes in later stages and

also results in 1/0O overhead.

For DIC, Partition, sample algorithm performs wonsbere database scan

required is less then generating candidates.

Vertical Layout based algorithms claims to be fasban Apriori but require
larger memory space then horizontal layout basedus® they needs to load

candidate, database and TID list in main memory.

For projected layout based algorithms include F&eTand H-mine, performs
better then all discussed above because of no a@fgrenf candidate sets but

the pointes needed to store in memory require larg@ory space.

FP-Tree variations include COFI-Tree and CT-PROfgpers better than

classical FP-tree as COFI-tree performs bettereinsd datasets but with low
support its performance degrades for sparse datasdtfor CT-PRO algorithm
performs better for sparse as well for dense datsalzut difficult to manage the

compress structure.

Therefore these algorithms are not sufficient foning the frequent itemsets for large

transactional database.

3.3 Problem statement

Letl = {iy,i,,i3....,i,} be a set of items andis considered the dimensionality of the

problem. Let D be the task relevant database wbaetsists of transactions where each

transaction T is set of items such tfiatl. A transaction T is said to contain itemset X,
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which is called a pattern, i.& e T € I. A transaction is a pair which contains unique

identifier Tid and set of items [3].

A transaction T is said to be maximal frequentsfpattern length is greater than or equal
to all other existing transactional patterns aigb aount of occurrence (support) in
database is greater than or equal to specifiedmaim support threshold [15].

An itemset X is said to be frequent if its supprtgreater than or equal to given

minimum support threshold i.e. count(X)>minsup [2].

Transactional database D and minimum support tbtdsh given, therefore the problem
is to find the complete set of frequent itemsetenfiTransactional type of databases to
increase the business, so that relation betwednroess behaviour can be found between

various items.
3.4 The Proposed Objectives

The problems or the limitations defined in the abgection of this chapter are proposed

to be solved by:

1. To observe the effect of various existing algorishfor mining frequent itemsets
on various datasets.

2. To propose a new scheme for mining the frequentnsets for retailer
transactional database i.e. for the above problem.

3. To validate the new scheme on dataset.
3.5 Methodology Used

To implement the proposed solution of the probléat s being taken care of in this
thesis work, the following methodology is used:

1. To analyze the various existing techniques and fivair strengths and weakness
by the literature survey.

2. To compare the existing techniques.
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3. Build a program for our desired problem by usingximel Apriori (Improved
Apriori technigue) and FP-tree structure.

4. Validate the program by desired input.
3.6 Importance

Mining frequent itemsets is the very crucial tagkihd the association rules between the
various items. In the market industry, everyone twda enhance the business thus it is
very important to find out the items which are miyegjuently sale or purchase. Once the
selling or purchasing trend of the customer is kmdfen one can easily provide the good
services to customer with result in enhancing tigriess. As it is very common in retail
selling database that two or more items sell orclpase together many times [17]
therefore database contains same set of items traryg, by using this concept aim to
overcome the limitation of above existing approactj2, 6] and propose a novel
approach to mine frequent itemsets from a largasaetional database without the
candidate generation with the help of existing meghes, Because till now no single

technique using this property to overcome the &tron is so much efficient.

32|Page



Chapter 4

4. Implementation of Novel Approach

This chapter includes detail of implementationled hew approach to mine the frequent
itemsets with example. The main objective of theeagch is to develop and propose a
new scheme for mining the association rules outasfsactional data set. The proposed
scheme is based on two approaches: Improved Apsapproach and FP-Growth
approach. The proposed scheme is more efficiemt Apaiori algorithm and FP-growth
algorithm, as it is based on two of the most effitiapproaches. To achieve the research
objective successfully, a series of sequence pssgeeand analysis steps have been
adopted. Figure 4-1 depicts the methodologies toaeix frequent itemsets from the

transactional data set using the new scheme [25].

[ Business Understanding }

\ 4

[ Data Assembly }
A 4
[ Data Processing }
A 4
Model Building

[ New Approach }

A 4
[ Frequent Item Sets }

Figure 4-1: Methodology used to mine frequent itermets
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4.1 Business Understanding

The concern of this stage is to identify the prablarea and describe the problem in
general terms. In another word, the enterprisesd@timakers need to formulate goals
that the data mining process is expected to achidven the first step in the

methodology is to clearly defined business problem:
4.1.1 Market Based analysis

The retail industry is a most important applicatemea for data mining, since it collects

enormous amounts of data on sales, customer shpppstory, service, and goods

transportation, consumption. Progress in bar cedanology has made it possible for
retail organizations to collect and store massiv®unts of sales data, referred as the
basket data. Such market basket databases cofisstlange number of transaction

records. Each record lists all items bought by stamer on a single purchase trip. Using
market basket analysis is a key factor of succesthe competition of supermarket

retailers. Market basket analysis provides managér knowledge of customers and

their purchasing behavior which brings potentidilyge added value for their business.
Recent marketing research has suggested that rim-sttvironmental stimuli, such as

shelf-space allocation, and product display, hageesat influence upon consumer buying
behavior and may induce substantial demand.

4.1.2 Objective of Market Based Analysis

One possibility to do so is to make the store laymnstruction and the promotional
campaign through the introduction of market basketlysis. Market basket analysis has
the objective of individuating products, or growgdgroducts, that tend to occur together
(are associated) in buying transactions (bask€ls).knowledge obtained from a market
basket analysis can be very valuable, and it carerbployed by a supermarket to
redesign the layout of the store to increase tléitghrough placing interdependencies
products near to each other and to satisfy custothesugh saving time and personalized
the store layout. Another strategy, ltems thateesociated can be put near to each other;
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it increases the sales of other items due to camgigarily effects. If the customers see

them, it has higher probability that they will phase them together.
4.2 Data Assembling

Data set:Data Assembly also include collecting of data,his thesis for testing purpose
the data is collected from the Fimi websit&e data is challenging due to the number of
characteristics which are the number of the recadd the sparseness of the data (each
records contains only small portion of items). lar @xperiments we chose different
dataset with different properties, to prove thdcefhcy of the algorithms, Table 4-1
shows the datasets and the characteristics frorfmtingvebsite.

Table 4-1: The Datasets

Data set #ltems | Avg. Length | #Trans | Type | Size

T1014D100K| 1000 10 100, 00D Sparse 3. 93 MB

Mushroom 119 23 8, 124 Dens&57 KB

4.3 Existing Techniques Comparisons

There are several algorithms for mining the frequemsets. Those algorithms can be
classified and Apriori-like algorithms (candidatengrate-and-test strategy) and FP-
growth-like algorithms (divide-and-conquer stratedg this research we are focusing on
FP-growth-like algorithms and improved Apriori atgbm to find the frequent itemsets.
Many variations of the FP-growth algorithm have rbgaroposed which focus on
improving the efficiency of the original algorithrBome algorithms are best suited for
sparse dataset and some are best suited for dateseid. Some shows the outstanding
results on specific type of database. Apriori baakgbritms performs well for dense
datasets and FP- Tree based algorithms performisfovetparse datasets among them
there are many variations therefore to find thet laggorithm for database we perform

some comparisons:
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4.3.1 Comparison of Classical Algorithms:

Table 4-2: Comparison of classical algorithms

Honzontallayout based algonthms

Vertical layout

Frojected layout based algonthms

based algonthm
onthm | Aprpn DHP | Partition DIC Sample Eclat algonthm | FPree Algonthm | Henume Algorthm
Algonthm alonthm | Alponthm | algorthm | Algonthm
Paramete
Storage | Amaybased | AnmayBased | Amaybased | Amaybased | Amaybasd | Amaybased Tree based Tree based
Structur
Techmque | Uss Apnoni | Use hashing | Partiton the | Based wpon | Pk any | Use mtersection | It comstructs | Ttusesthe
propetty  and | techmique | database for | dynamuc random sample | of Transactionids | conditional frequent | hyperbmk pointers
join and prune | for finding | finding local | msemtion  of | for  checkig | Bt for penerating | pattem  tee and | tostorethe
method frequent | frequent ttem | candidate | frequency  of | candidate conditions] patem | paritioned
temssts | fst Items, whole database | itemsats. base from database plrojemleddatabase
v which satisfy the | TMAMMEMOLY.
threshold AT Suppart,
suppot
Memory |Due to large | Requre less | Eachpartinon | Requre Vay  less|Reque  less|Due to compact | Memoryssutiized
utization | amownt  of | space |k easly | differsnt amomt  of | amownt  of |stuctwe and no | accordmgtoneeds
candidate  are | earher occpy I |amowt  of | memory i | memory compare | candidates generation | - and partitions of
produced o | passes  but | mammemory | memory  at | neaded to apion if | equiteless memory | PrOjected database
requre  large | more in later different pomt itemsets are small
memary space | stages of time mnumber
Databases | Sutable  for| Swtable for| Swtable for| Sutable for | Swtable forany | Swtable  for | Sutable forlargeand | Sutable for sparse
sparse datasets | medm | large medum  and | kind of dataset | medium  and | medum datasets | and dense datasets.
aswel as dense | databases | databases | lowdatabases | but mostly not | dense datasetsbut
datasets gve  acourate | not sutable for
results small datasets
Tme | Execution tme | Execution | Execution | Executiontime | Execution time | Execution time is | Execution tme is | Executiontimeis
is more as time | time is small | time is more | is small | & very much | small then aprior] | large due to complex | large then FP-tre
wasted | for  small | because  of | becauss small algerithm compact data | andothersbecause
producing databases. | finding dynarc sfnucture of parttion the
candidates  at locally femset  are database.
Evely time frequent then | added
glabally accordng  to
frequent situation.
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Thus from the above comparisons it is found thakilal Apripri (Improved Apriori is
the best suited for the database which containsrépeated transaction occurrences

greater than the minimum support. So that manyufatjitems are found as in one time.

But it leaves many frequent itemsets which aremduded in the maximal itemset.

4.3.2 Comparison of FP-Tree variations:

As from reviewing the various techniques i.e. FvM&h [6], COFI-Tree [20], CT-Pro
[22] and many more [14, 16, 17, 18], we can diffdisge them by the following

considerations:

Table 4-3: The Comparison of FP-variations

Algorithm | FP-Growth COFI-Tree CT-PRO

parameters

Structure Simple Tree BasedJses Bidirectional FP-Uses compressed FP-
structure. Tree structure. Tree data structure.

Approach | Recursive Non- Recursive Non- Recursive

Technique | It constructs thdt constructs the It  constructs the
conditional frequent bidirectional FP-Tree compact FP-Tree
pattern tree andand builds the COFI+through mapping into
conditional pattern Trees for each item therindex and then mine
base from databasemines the COFI-Treefrequent itemsets
which satisfy the locally for each item. according to
minimum support. projections index

separately

Memory Low as for large Better, Fit into main Best, as Compress FP-

Utilization | database completenemory due to miningtree structure used and
Tree structure locally in parts for the mine according to
cannot fit into main complete tree, Thusprojections separately
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memory every part represent |ithus easily fit into

main memory main memory

Databases Good for dens&ood for dense as wellGood for dense as we

databases as Sparse databases. Bas for Sparsg

A1%4

with low support in databases.
sparse databases
performance degrades.

Complexity| It is less complex tolt is difficult to manage It is difficult to
manage. As it doesdue finding local manage due to large

not divide into parts.| frequent and globglnumber of projection

JJ

frequent. created.

Thus from the above comparison it is found thatRR® and COFI tree algorithms are
better than the FP-Growth but due to their com@iucture it is difficult to manage
importantly when hybrid structure is used. Theref&P-Growth is well suited to mine
the frequent itemsets which is not mined by the imak Apriori to increase the

efficiency and performance.
4.4 Model Building

This stage is concerned with extraction of pattéonghe data. The core of this research
is mainly focused on model building. This phase cesns various view points and
different aspects that should be given attentioorder to yield sufficient results.

It starts with examine the existing techniques fmohd that maximal Apriori (improved
Apriori) and the FP-tree performs better. Maximadriéri performs better if the same
transaction occurs in the database many times. dutfinding the whole frequent
itemsets. Therefore FP-Tree helps the maximal Aptm find all remaining frequent

itemsets.
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First at the beginning, In the first scan sameo$etccurring transactions are found from
the database and save in the two dimension arrdytixe count of repetition. Then find
the maximal frequent itemsets if contained in array find the maximal transactions
whose occurrence is greater than the user spetiitdsupport). Take all its non empty
subsets of maximal frequent itemsets as frequésit [& this way most of the frequent
itemsets are found. For the remaining itemsets hviaie frequent but not include in
maximal frequent itemsets will be mined by usingetistructure. Therefore database is
pruned by considering only those transactions whatftain the 1-itemset frequent items
but not include in maximal frequent itemsets. lis thay now construct the FP-Tree only
for pruned (reduced) database. Thus memory consomnfar FP-tree is now less due to

reduced database.
4.4.1 Implementation of New Mining Algorithm with Example

In this Section, a new algorithm based upon therawgd Apriori and the FP-tree

structure is present.

In a large transactional database like retailealkde it is common that multiple items
are selling or purchasing simultaneously therefiiee database surly contains various
transactions which contain same set of items. Thystaking advantage of these
transactions trying to find out the frequent itetasend prune the database as early as
possible without generating the candidate itemadtraultiple database scan, results in

efficiently usage of memory and improved computatio

This proposed algorithm is based upon the Apricopprty [2] i.e. all non empty subsets

of the frequent itemsets are frequent.

Algorithm has two procedures. In first proceduriedfall those maximal transactions
which are repeating in the database equal to @tgréhan min user defined support also
known as maximal frequent itemset [15]. Then gétnaminempty subsets of those
maximal frequent itemset as frequent accordingpadki property. Scan the database to
find 1-itemset frequent elements. There may be mems found which are 1-itemset
frequent but not include in maximal frequent trantiems. Therefore prune the database
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by just considering only those transactions from tlatabase which contain 1-itemset
frequent elements, but not include in the maximagdient itemsets. Now this pruned
database is smaller than the actual database iavlrage cases and no item left in best

case.

For the second procedure, pruned database is takieput and scan the pruned database
once find 1-itemset frequent and delete those itgorm transaction which are not 1-
itemset frequent. Then construct the FP-tree [6] or pruned transactions. In this way
it reduces the memory problem for FP-tree becalisalatabase is reduced in most of
cases. In best case no need to build FP-tree ealu®lements are found in first
procedure. In the worst case if there is no maxifregjuent transaction exist, then only
second procedure run and also computational pediocis same as FP-tree. The key of
this idea to prune the database after finding th&imal frequent itemsets and formation
of FP-tree for a pruned database thus reduce meprobjem in FP-tree and make the

mining process fast. The more detail step as falow
Procedurel:
Input: Database D, minimum support

Step 1: Take a 2- dimensional array; Put the transactiwo 2-dimmension array with

their count of repetition.

Step 2: Arrange them in increasing order on the basishef pattern length of each

transaction.

Step 3:Find maximal transactions (k-itemset) from thexgnwhose count is greater than
or equal to the minimum support known as maximeadjfient itemsets or transactions. If
k-itemsets count is less than minimum support thek for k-itemsets and (k-1)-itemsets
jointly for next (k-1) maximal itemsets and so amtilno itemsets count found greater

than minimum support. If no such transaction fothreh go to Procedure2.

Step 4: Once the maximal frequent transactions found, thaoording to Apriori

property consider all its non empty subsets amgueat.
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Step 5: There are itemsets remaining which are not inadudenaximal frequent itemset
but they are frequent. Therefore find all frequéntemset and prune the database just
considering only those transactions which contaggdent l-itemset element but not

include in maximal frequent transaction.

Output: some or all frequent itemsets, Pruned database D1.
Procedure2:

Input: Pruned database D1, minimum support

Step 1:Find frequent 1-itemset from pruned database;telel# those items which are

not 1-itemset frequent.

Step 2: Construct FP-tree for mine remaining frequent getnby following the

procedure of FP-tree algorithm [6] as discussed@losection 2B.
Output: Remaining frequent itemsets
Example:

Suppose table 1 is a database of retailer, D. The#elO transactions. Suppose the

minimum support is 2.

Table 4-4: Sample Retailer Transactional Database

Tid List of items
T1 11,12,15

T2 12,14

T3 12,13

T4 11,12,14

T5 11,13

T6 12,13
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T7 11,13

T8 11,12,13,15
T9 11,12,13
T10 11,12,13,15

Procedure 1:
Input: Database D, Minimum support = 2

Stepl: After scanning a database put items in 2-dimemsiarray with the count of

repetition.
Table 4-5: Itemsets in array of Table 4-4
2- itemset | count| 3-itemset| count 4-itemset count
{12,13} 2 (11,12, 14} [1
{11,13} 2 {11,12, 13} |1 {11,12,13, 15}
{12,13} 2 {11,12, 14} |1 2

Step 2: Find maximal itemset (4-itemset). Check weathgicdunt is greater or equal to
specified support, its count is 2 in our case wlchqual to given support therefore this
transaction is considered as maximal frequenttgIl¢ount is less than support value then
we scan k-1 and k-itemset in array for k-1 maxitexhset jointly and so on until finding
all maximal frequent itemset from a array. i.etéviset and 4-itemset for checking 3-

itemset maximal and so on ).

Step 3: According to Apriori property subset of maximakduent itemset is also
considered as frequent .i.e. Maximal frequent im4&81, 12, I3, 15}.All subsets are

frequent (Apriori Property) i.e. {I1, 12, and 13},

{11, 12, 15}, {12, 13, 15}, {12, 13}, {12, 15}, {11 , 12}, {11, 13}, {I1, I5}, {13, I5}, {11},
{12}, {13}.
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Step 4:Scan the database for finding the above minedastipp

Step 5: Find 1-itemset frequent from database, it is fothmt 14 which is frequent but
not include in maximal frequent itemset. (There rhaymany items remain which are not

include in maximal frequent itemsets, in our casky & item is there).
Prune the database by considering only transaetioch contains 14 itemset.

Output: Some frequent itemsets ({I1, 12, 15}, {12, 13, 15}I2, 13}, {I2, 15}, {I1, 12},
{11, 13}, {11, 15}, {I3, 15}, {11}, {12}, {I3}), Pr uned database

Table 4-6: Pruned database of Table 4-4

TID List of items
T2 12,14
T4 11,12,14

Procedure2:
Input: Pruned database, minimum support = 2

Step 1: Find frequent 1-itemset from pruned database suipport = 2, It is found I1 is

not frequent therefore delete it. (In this casetell).

Table 4-7: frequency of itemsets of Table 4-4

Itemset frequency
12 2
14 2
11 1

Transactions become: T2: 12, 14 and T4: 12, 14.

Step 2:Construct FP-tree for remaining transaction impdidatabase.
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1. In this case 12 and 14 hawsame frequency, therefore no need to arrange

order (descending order of their frequenc

2. A new branch is created for each transaction. immdase single branch is crea

because of same set of transacti

Figure 4-2 : FP-tree for transaction Table 4-4
3. Construct Conditional pattern base anc«-tree only for item 14.

Table 4-8: Mining the FP-tree by creating conditional (Sub) pattern base ¢ Table 4-4

Item | Pattern Conditional| Frequent
base ltem
FP-tree
14 {12: 2} {12:2} {14,12:2}

Thus by this procedure we can easily find unmirreddent itemset i.e. {l4, 12} whic
some of previous algorithm [4] are not able to fihdw we get all thdrequent itemset

in a particular database.
Output: remaining itemsets ({l4, 12

Thus the remaining frequent itemsets which are mimted by only maximal freque
itemsets are mined by the -Growth procedure without generation of candidaemget:
and aso in efficiently usage of memory because aftenimg whole database is easily

into main memaory.
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CHAPTER 5

5. Testing and Result

This chapter demonstrates the experiments thatave performed to evaluate the new
scheme. For the evaluation purpose we have cortlseteeral experiments using the
existing data set. Those experiments performedoompater with Core 2 Duo 2.00 GHZ
CPU, 2.00 GB memory and hard disk 80 GB. All thrgpathms were developed by C++
language and for the unit of measuring the time #r& memory are second and

megabyte respectively.
5.1 Comparison Analysis

5.1.1 Time Comparison

As a result of the experimental study, revealed gbgormance of our new technique
with the Apriori and FP-Growth algorithm. The rume is the time to mine the frequent
itemsets. The experimental result of time is shawiigure 5-1 reveals that the proposed

scheme outperforms the FP-growth and the Aprigoragch.

Comparison of Execution Time

25

20
o 15
-E 10 _ —¢— New Approach

5 t-\\! e —I—FP-'-Fre-e

0 =) Apriori

0 100 200 300 400
Support

Figure 5-1: The Execution Time for Mushroom Dataset
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As it is clear from the comparison new algorithnfpens well for the low support value
for the mushroom dataset which contains 8124 trditses and average length of items
23. But at the higher support its performance nedclthe FP-Tree and Apriori
algorithms. Apriori performs with larger time. FRee¢ produces the approximately same

execution as of new approach in later stages.

Comparison of Execution Time

Time

—&—New Approach

== FP-Tree
Apriori

0 20 40 60 80 100

Support

Figure 5-2: Execution Time for Artificial dataset

For the artificial dataset which contains the maadifiequent itemset in large amount
shows better result with new approach as showmgurd 5-2 then FP-tree and Apriori
algorithm. In the artificial dataset there are was transactions consider which occur
repeatedly in the database and some transactions @geater than the minimum
support. The itemset remains for mining frequeamiget are mined with the help of
second procedure whose complexity equals to the&sikerdth algorithm but due to

procedure 1 the overall complexity reduce and becefficient.
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5.1.2 Memory Comparison
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Figure 5-3: The memory usage at various support l@ls on Mushroom dataset

As it is clear from figure 5-3, the memory consuioiptfor the Apriori algorithm is the
highest at all level support because it producesdidate itemsets. The memory
consumption for FP-tree at higher support levelapproximately same as the new
approach because as the support increase the pitybafbfinding the maximal itemset

whose repetition is greater than the minimum supjsofess thus its working become

same as the FP-Growth algorithm.

Time
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Figure 5-4: The memory usage at various support l@ls on artificial dataset
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The above figure 5-4 shows the comparison takeseptd sparse dataset, in sparse
dataset data sets containing more enough zer@®iftnmmarked fields or items), in other
words, the ratio number of fields / number of elatadfor the data database is smaller.
Since the Apriori algorithm stores and processdg thre non-zero entries, it takes the
advantage of pruning most of the infrequent itemsngj the first few passes. Therefore
At high levels support the performances of our pegu scheme and Apriori are near.
But at lower levels it shows that new approach qrent well at all support level in
consumption of memory. In this case also Apriomsiame large amount of memory
which is more than the FP-Tree and new approach tduiés candidate generation
problem. FP-tree approach performs better than Apgori but not than the new

approach.

We have performed several experiments to evaldseperformance of our scheme
against FP-growth and Apriori, for generating thesagiation rules. To perform the
experiments different values of support were seabse with different value of support
the number of the frequent itemsets is different the running time and the memory
consumptions are affected by the value of the stppo

For both data sets the running time of our new meheutperformed Apriori and FP-tree
in the sparse data set as well as in dense dafdsetmemory comparison for the new
approach, Apriori and FP-Tree in the sparse datasébwer support the new approach
performs well but at higher support Apriori and napproach performs approximately

same as FP-Growth.

Therefore it is said from the above results the approach which is combination of both
improved Apriori and FP-Tree properties performtidsehan the individual Apriori and
FP-Growth method.
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CHAPTER 6

6. Conclusion and Future Research

Mining frequent itemsets for the association rulming from the large transactional
database is a very crucial task. There are manyoappes that have been discussed;
nearly all of the previous studies were using Aprapproach and FP-Tree approach for
extracting the frequent itemsets, which have séopemprovement. Thus the goal of this
research was to find a scheme for pulling the rwles of the transactional data sets
considering the time and the memory consumptions €hapter summarizes the work

done in this thesis and then the future scopevisngi

6.1 Conclusion

In this thesis, we considered the following factiiscreating our new scheme, which are
the time and the memory consumption, these faaoesaffected by the approach for
finding the frequent itemsets. Work has been dondetvelop an algorithm which is an
improvement over Apriori and FP-tree with usingapproach of improved Apriori and
FP-Tree algorithm for a transactional database.oiting to our observations, the
performances of the algorithms are strongly depemusthe support levels and the
features of the data sets (the nature and theoite data sets). Therefore we employed
it in our scheme to guarantee the time saving Aedriemory in the case of sparse and
dense data sets. It is found that for a transaztidatabase where many transaction items
are repeated many times as a super set in that dypdatabase maximal Apriori
(improvement over classical Apriori) is best suited mining frequent itemsets. The
itemsets which are not included in maximal supeisstreated by FP-tree for finding the
remaining frequent itemsets. Thus this algorithimdpices frequent itemsets completely.
This approach doesn’t produce candidate itemsetsbailding FP-tree only for pruned
database that fit into main memory easily. Thusaves much time and space and

considered as an efficient method as proved franwdbults.
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For both data sets the running time and memory wopton of our new scheme
outperformed Apriori. Whereas the running time af echeme performed well over the
FP-growth on the collected data set at the lowgpstt level where probability of
finding maximal frequent itemsets is large and ajhér lever running time is
approximately same as the FP-Tree. The memory ogptson is also approximately

same as the FP-Tree at higher support and perfonakat lower support.
The main contributions of this research:
We can summarize the main contribution of this aeg®e as follows:

* To study and analyze various existing approachesite frequent itemsets.
* To devised a new better scheme than classical A FP-tree alone using
maximal Apriori and FP-tree as combined approacmmiming frequent itemsets.

6.2 Future Trends

There are a number of future research directiorsedan the work presented in this

thesis.

* Using constraints can further reduce the size eisets generated and improve

mining efficiency.

* This scheme was applied in retailer industry ajgikbn, trying other industry is an

interesting field for future work.

* This scheme use Maximal Apriori and FP-Tree. We gs@ other combination to

improve this approach.
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